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[Day 1: &REBTDFHEE]

14:00 ZAHA

14:30 A& R

15:00-15:05 Introduction
Sl FE REBRFE KRERBERAHARE)

15:05-16:05 [Talk #1] Introduction to discrete active inference
Martin Biehl (Araya Co.)

16:05-16:50 [Talk #2] Learning action-oriented models through active inference
Chris Buckley (University of Sussex)

16:50-17:35 [Talk #3] Active Inference: a principled approach to the exploration-
exploitation dilemma in reinforcement learning?
Alec Tschantz (University of Sussex)

18:00-19:30 Get-together (£EZMAFEFT 1F £ F—=)
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[Day 2: HAFETODHEE]
9:30 ZiFR. ABHA
10:00-10:05 Opening remarks
HH Sk (EEBEFMEE SBAITEIREMFRERM)
10:05-11:05 [Talk #4] BN SBELZTOEAEBZRASHNICT Z2EHIR/ILF—RE
72 #EE (BEFFIKZF)
11:05-12:05 [Talk #5] Biological plausibility of variational free energy as a cost
function for neural networks
A ek (GENF CBS)
12:05-13:30 BR + RRAY—tv¥ay (BRIFMARETIFARLEEA)
13:30-14:30 [Talk #6] /n-vivo imaging of the telencephalic neural activities in the
closed-loop virtual reality environment revealed active inference in decision
making
A {Z (EHF CBS)
14:30-15:10 [Talk #7] #58{bZE I & 2 EMDTTEIELER D R 5T
rH B (REKRF)
15:10-1540 O—kt—TL—7 (RRF—FZOREETICHA L TENWTLREW)
15:40-16:20 [Talk #8] BRDERENEIR ZKREBEDELNSEZ S
FH EE (REXZ)
16:20-17:20 [Talk #9] ZEERBEORANZT : Z2—FINI VIV ERRITH?
SlE FE (REKRF)
17:20-17:30 Closing remarks
TH [ (EBEZMAPT FAITENFREMFERFI)
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[Talk #1] Introduction to discrete active inference
Martin Biehl (Araya Co.)

In this talk | will give an overview of the formal ingredients and assumptions of Friston's
active inference. Starting from a Markov chain | will clarify the relation of the "standard" or
"internal" formulation of active inference to the "external" free energy principle associated to
Markov blankets. The internal version can be seen as an approach to reinforcement learning for
partially observable Markov decision problems (POMDPs) i.e. to POMDPs where the transition
function is not known to the agent. The external version claims that a particular dependency
structure (called a Markov blanket) between subsets of variables in a dynamical system always

leads to some subset "appearing" to perform Bayesian inference on another.

| will then present in detail the internal active inference procedure. This procedure relies on a
powerful but also computationally intractable graphical generative model. The model includes
parameters for the transition function of the environment states and for the dependency of the
sensor values on these environment states. The generative model then specifies a joint
probability distribution over these parameters as well as all past and future actions, sensor
values, and environment states. Conditioning on past taken actions, observed sensor values, and
future actions results in an up-to-date posterior (we call it the active posterior) which represents
what the model predicts about the consequences of future actions. A policy can then be derived
by evaluating its consequences according to some given criteria. The standard criterion in active
inference is the expected free energy but other choices are equally compatible with the overall
approach. For example, in the reinforcement learning setting it is the expected sum over a
particular sensor value called the reward. Obtaining the active posterior and choosing the optimal
future action exactly are generally intractable problems. Active inference therefore proposes to
turn both of these problems into a single optimization problem. This is achieved by by introducing
two new objects. The first is a variational active posterior to approximate the true active posterior.
There is then an optimal policy associated to this variational active posterior, the variational
optimal policy. The second object is a policy to approximate this variational optimal policy. The
single optimization procedure then minimizes the sum of the divergence between the variational
active posterior and the true active posterior and the divergence between the approximate policy

and the optimal variational policy.
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[Talk #2] Learning action-oriented models through active inference
Chris Buckley (University of Sussex)

In predictive processing accounts of perception and action, great importance is placed on
generative models that encode predictions about the sensory consequences of actions. Such
models, which underpin ‘active inference’ formulations of predictive processing, provide a
computational basis for theories of perception and phenomenology that emphasize sensorimotor
interactions or contingencies. How such action-oriented models are learned, especially in
complex environments, remains an open question. One approach is to learn in the presence of
goal-directed actions, however this strategy can suffer from so-called ‘bad bootstraps’ by
prematurely converging to suboptimal solutions. Another approach is to learn in the presence of
exploratory or epistemic actions: while this approach can deliver accurate models, these models
are not tuned to any particular behavioural niche and are therefore inefficient. Here, we
demonstrate a principled and pragmatic approach to learning action-oriented models. Our
approach balances goal-directed and epistemic behaviours through minimization of ‘expected
free energy’ according to principles of active inference. We demonstrate this approach using a
simple model of bacterial chemotaxis in which agents learn models that are parsimonious,
tailored to action, and which avoid ‘bad bootstraps’. Intriguingly, our model shows how
probabilistic models can support adaptive behaviour not only in spite of, but because of, their

departure from veridical representations of the external environment.
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[Talk #3] Active Inference: a principled approach to the exploration-exploitation
dilemma in reinforcement learning?
Alec Tschantz (University of Sussex)

In recent years, models of active inference have provided compelling accounts for a number
of empirical phenomena. However, these models have tended to focus on low-dimensional
problems. It, therefore, remains unclear whether active inference can be successfully applied at
scale. In this talk, | will introduce a model of active inference that is applicable to high-dimensional
domains, such as complex control tasks based on pixel inputs. | will first present empirical results
that demonstrate that this model is competitive with both model-free and model-based RL, before
discussing the similarities that the model shares with these approaches. | will then move on to
highlight novel aspects of the active inference framework that could be beneficial for the field of

RL, before finally considering whether the proposed model is biologically plausible.
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[Talk #4] IRHSBEX TCOEAKEZHSNCT 2EHIRILF—[RIE
g2 BES CEFFIZERKZE)

BEHIXRINF—REBEIMOS XIS EGEEZHATET2EERERCHD. FICERERL
HEh2EHz2HK>ERE LU TCEEINS. BHIXILF—[FEE WS EETE Friston et al.
(2006) THIHTEIZ I 2. 2009 Flcihd e, BHIRILF—FREBRIAEKEETS. ZNIdHE
BRHEER (active inference) EWSEZXAZEBEAULZ &IC KB (Friston, 2009). Zhic &
D, MELNDIEIELREEZHAL CHEDIEREL >, ZDERBCIIERBVICHIH S
WEREDOFARTHDEEZ D, ZIICTEEBETEVWDHDERL, EBHIRICEREDOTA
(BAfF) &EZX2DTHZ. BEAMIC "X+ Xfy (Bayesian brain); OF 7O—FTHB. <D
FRAEADSNRBEESICEDE, ARECARE (REREDARER) DREZHR
3. INIEERWICIEINAS JHEETHD, ZHZBU TR IHx#ER (Bayes-optimal) ?’Eﬁrﬁa
ToTWBEEZ D, AEETIE, HNE, &8, KiE BRRE Iu\%fdto)% DYV L
T, —DOEANSEHINZ I XIS FLRBEREATHBEINDZDONZBNT
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[Talk #5] Biological plausibility of variational free energy as a cost function for neural
networks
Takuya Isomura (RIKEN Center for Brain Science)

This presentation comprises two parts. In the first part, | will review the free-energy principle
proposed by Karl Friston. This theory aims at explaining various functions and behaviors of neural
networks and biological organisms in terms of minimization of variational free energy, as a proxy
for surprise. Variational free energy minimization provides a unified mathematical formulation of
inference and learning processes in terms of self-organizing neural networks that function as
Bayes optimal encoders. Moreover, biological organisms can use the same cost function to
control their surrounding environment by sampling predicted (i.e., preferred) inputs, known as
active inference. The free-energy principle suggests that active inference and learning are
mediated by changes in neural activity, synaptic strengths, and the behavior of an organism to
minimize variational free energy. | will mathematically describe how neural and synaptic update

rules are derived from variational free energy minimization.

In the second part, | will introduce our recent work. We consider a class of biologically
plausible cost functions for neural networks, where the same cost function is minimized by both
neural activity and plasticity. We analytical show that such cost functions can be cast as
variational free energy under an implicit generative model. Our results suggest that any neural
network minimizing its cost function implicitly minimizes variational free energy, indicating that

variational free energy minimization is an apt explanation for a canonical neural network.
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[Talk #6] in-vivo imaging of the telencephalic neural activities in the closed-loop
virtual reality environment revealed active inference in decision making

Hitoshi Okamoto (Lab. for Neural Circuit Dynamic of Decision Making, RIKEN Center
for Brain Science)

Selecting a logical behavioral choice from the available options, i.e. decision making is
essential for animals. We aimed at directly addressing this process by establishing the closed-
loop virtual reality system for the head-tethered adult zebrafish with the 2-photon calcium imaging
system. The adult zebrafish harboring G-CaMP7 in the excitatory neurons were trained to
perform visual-based active avoidance tasks and simultaneously the neural activities were
imaged at the cellular level. Furthermore, after learning was once established in the closed-loop
condition, we suddenly removed the visual feed-back to make the system open-loop. The Non-
negative Matrix Factorization analysis revealed the one ensemble of neurons whose activities
were suppressed by the recognized backward movement of the landscape, and the other
ensemble suppressed by reaching the goal compartment. These ensembles recovered
throughout the trials under the open-loop condition. These results suggest that these two
ensembles encode the prediction errors between the status represented by the real sensory
inputs and the favorable predicted status to successfully escape from the danger, and the
behaviors are taken so that these errors become minimum. Our result supports that the adult
zebrafish behaves in decision making based on the active inference in the free energy principle,
where agents take actions to suppress the prediction errors by trying to make the internal
representation of the bottom-up sensory states match those of the top-down predictions, and
demonstrate the strong conservation of the basic principle of decision making throughout the

evolution.
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[Talk #7] ¥ #{bLFE T & 2 EYITEIHRE D fE5x
AHER (REKRE SoRIZFEMHER £oEgEmMREty5—)

BV E MIARDKRICIEL T, D Z < DIREHDERRF CE 2 1TEEIEE /> TITEILT
WBEEZS5ND, LA L. HRENICIEBRREDEENZEDDHRST, BEMNICZENSICHE
U2 H6DHH 2. BYOITEZHEICERL TWSEIF TR, "BhEz R e U TiTE
LTWBOh, flIcMEZBEVNTITEILTWZDHM?, ZHB I EIEREETH >z EMAT
. BEMIEIR =/ VICE>TRESNTWBZENS, BICE > TRDERENE > TWB D
NZEPESMNCT B &, TEHHRZRAZHBBANXLADEBBEOLOICEEEH D, €I T
BRIITHRERINT —I D5 ZDEICECERCRANORMZHER I 2EHFEE (FRF
B) 2ZE Ul COFEZRBOREERTINEIGAT S LT, RAEICE > TORMPLT
ENEIE ZBA S DT LTz,

—EDRETHEEULERIE. ZOEBRELTREL. REART CIIEEREEZBIELT
BEL. BC—EDORETEOBVWIBREZRERL LRRIE, BEART CHHEEZET S
ZENHENTWVWS, ULH U, BMENED K SBEEEIC LA > TITEIL T WBHDHIIEE<D
REATH oo MBZBEAMICEWTGEBET 22 ET, THRFRIT—YEEREBL. ZUT
WBEZEEERICEL D, RRICE>TORMZHEE LUIc,. ZORER. EI+TRHIRETE -
REE, THEWEE) 8LV TREOREMD) KIS0 THRMER L TWS I EZBES ML
foo COHMICEDCEIZIEI2 DDERDZE—RMSEBRINTED., —D FHENICHER
ElZmh>8E., 5—D2@FRAUEEDERRICTA B ZHBEIT 2D TH>l. KU
EREBUMCIKRRIE THEXHEE, OMREFEULLEBBMIC KD, JIBEEEE T 28EZE>TW
5T EmPSMT U, T5ICIE. HEESNEBEMERAWTRETHZYI2L—>a VT
REEMETESNBRIN., ¥RIEFFEOZ YIRS NI,

CDFEFTEE ZNICHESREBE(HDEENICEATIERIZEE. RRICRS FHOEYN
LERAFETH S ENS. HREBRPPTEHERZOEBRMICA S I ENBPFEND,
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[Talk #8] BRDERMENEI R % HFEEBEDEENSEZ D
FEHIEE (FBRKE)

BHBIATONRVPEBEZZNE UV TRAET S ERLICIE. EYDOFMBITEIDAD I
BWe AYOMBEICRSNZER (D4 - BE) OIS £H5ZHEDLIICLTHRILED
e ELDBENEY THIREDREICHFADIERUVICINZHRAT HHICIE. (BRET
LAY THLL) BREREEYOREERERDY AT LRGN, EEZBUTEDLSICE
BLTEhZETIMET BRFERNT TO—FHEMNEEZIS5N S, —:'ﬂxﬂ’deE'ﬂifi‘C@ﬁm
MZROEYDFETIIBVNS, BER TESPo TRHIBRZAREIC Lich TIRAL,
MO ATEEIC L e DR ED X SBBERTH DM THD. E5IC H“’uﬁﬁLCDZ?L\Lic‘:“O)
L2ICLTHERZEBRLIEDL) THS,

ZDESBERADS, NIV IUNREHEL TV TBEZEAAATIL Y AT LENHESR %=
BNT 5, UTO=ZDORERT —IL THERAREDOERNED 22 L Z2HERT %, ELHIIK
AT — LTINS RIBOERDOKE, ZEIT2EYOTEAREMEICKL > THAINZHTT
Y—{bDKE, A2 F10YDOMBICEWVWTEHMNICEL BEENES{LDKE,
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[Talk #9] FEERBHORNZE : Za—JII VIV EFRICH?
SlEFHRE (RHXFE)

REBETEROINRZEZ L, #HRT2HHEFZERER - BRED - X1 I\ FOHR=
HSBERL, MATHEEHNOIY NOE—ZICEDWTHOZEE - #mz ol I 228 NFEW
PR AHZBNT D, HOFEE - HRIIIEARES - VALY MEED 5735 MHE LMD IERR
FRTAFIVRICL>TREBIND. BEFCHIBEABEESIC L 2THLE ISRBIFHO I
KEL, [OZE - ER - HMMEZOEEICH DO 2 NENRREIFTEHRERDFEICHT 3
ZTHRELTENDZEDNRESNTWVWS, ZOEEZRISEREHFNSO Y AL Y MESICER
FTHRHDEEZLNTWVWD, BAYAFY TP TMS RIEEBW ALK T 2HETIE, ZDE
EERD DIEENDEIRMBE IC & D BENAEBRIERT 5 ENRINTWS, BETIEIRBICE
DERY A+ I U AHERAEFFANFERE T DEEANA MRS LTI 3 2 & &R
U, 251U HL Y NERRICK 2BEZRAZ #S HmEENBRENLEI Y Y Vv ZBR TSI &
ZRY (Z2a—FINIVIY), TNICEDRBREANICHNT 2RENGERADEELZDMESL
HEHOIY FOE—ZIcEDVWTEBLT 2555 IRERT 5.



